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Abstract. Collaboratve filtering recommenders leverage past user-item
ratings in order to predict ratings for new items. One of the most critical
steps in such methods corresponds to the formation of the neighbourhood
that contains the most similar users or items, so that the ratings associ-
ated with them can be employed for predicting new ratings. This work
proposes to perform the combination of content-based and ratings-based
evidence during the neighbourhood formation step and thus identify the
most similar neighbours in a hybrid manner. To this end, DBSCAN,
a density-based clustering approach, is applied for identifying the most
similar users or items by considering the ratings-based and the content-
based similarities, both individually and in combination. The resulting
hybrid cluster-based CF recommendation scheme is then evaluated on
the latest small MovieLens100k dataset and the experimental results in-
dicate the potential of the proposed approach.
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1 Introduction

Personalised recommender systems target users on the basis of their interests
and preferences with the goal to suggest items (e.g., news articles, movies, mu-
sic, etc.) that would appeal to them. User preferences are typically expressed
through users’ explicit item ratings, as well as through any other interactions
that implicitly indicate users’ interests, such as viewing specific items and/or
commenting on them; for simplicity, we use the term “rating” to refer both to
explicit ratings, as well as to implicit interactions. Such ratings, in conjunction
with any additional user information (such as demographic data and explicitly
provided topics of interest) constitute a user profile that, together with histor-
ical information stored in the system, is exploited by recommender systems for
suggesting to users new items for which the predicted interest to them is high.

Recommendation approaches are typically divided into three broad cate-
gories: content-based, collaborative filtering, as well as hybrid approaches that



combine evidence from the latter two. Content-Based approaches aim to recom-
mend items that have similar content to the items the user in question (referred
to as the active user) has rated in the past [17]. Item descriptions are typically
based on textual features either automatically extracted from such items, e.g.,
Web pages, news articles, etc., and/or assigned by users, such as tags. Such tex-
tual representations are employed to generate user profiles that are though often
noisy, due to the ambiguity inherent in natural language. Moreover, content-
based systems suffer from over-specialisation, as they can only recommend items
with similar content to those already rated by users in the past.

Collaborative Filtering (CF) approaches, on the other hand, provide recom-
mendations based on the past ratings of the active user, as well as the ratings of
other users in the system [5]. They are considered a particularly successful form
of personalisation based on the key idea that the rating of the active user u for
an item i that he/she has not encountered (and thus not rated) before would be
similar to that provided by like-minded users and/or analogous to the ratings
assigned by user u to similar items. As CF approaches do not take into account
the actual content of the items, they can recommend items on very different
topics, enabling serendipitous discoveries, provided that other users have shown
interest to such diverse items. Moreover, the peer-review and word-of-mouth
paradigms that form the basis of CF approaches can be considered as a more ro-
bust indicator of quality, compared to content, as they rely on the feedback of a
large and potentially diverse user community, rather than only on the history of
an individual user. Finally, such approaches are particularly fitting to items for
which content is unavailable or difficult to obtain and/or process automatically,
such as images, video, and audio.

Collaborative filtering methods are typically grouped in two broad classes:
(i) neighbourhood-based and (ii) model-based methods. Neighbourhood-based (or
memory-based) methods [15] leverage directly the user-item ratings stored in
the system in order to predict ratings for new items. User-based neighbourhood
methods estimate ratings on an item i unseen by the active user u, based on
ratings for this item by other users that have similar rating patterns, referred to
as neighbours, while item-based neighbourhood methods estimate such ratings
based on the ratings of u for items similar to i. Model-based approaches, on
the other hand, use these ratings to learn a predictive model which is trained
using the available data, and later used for predicting user ratings to new items.
While recent investigations show that state-of-the-art model-based approaches
can in several cases predict ratings more accurately than neighbourhood-based
methods [14], it has also been recognised that user satisfaction also depends on
other factors beyond accuracy, including serendipity, justifiability, and efficiency,
all of which are well served by neighbourhood-based methods [15]. Therefore, this
work focuses on neighbourhood-based methods both for their simplicity and the
aforementioned advantages and benefits.

One of the most central and critical steps in such methods corresponds to
the formation of the neighbourhood that contains the most similar users or
items, so that the ratings associated with them can be employed for predicting



new ratings. Candidate neighbours are identified for each user or item using a
similarity metric on the basis of the available ratings and typically the top-k
neighbours with the highest similarity weights (or those with similarity weights
above a certain threshold) are selected [12, 15]. Clustering approaches have also
been applied for grouping the users or items, with the elements in the cluster(s)
containing the user or item in question considered as its neighbours [16, 19, 1];
however, such cluster-based CF approaches have not been widely investigated.

Irrespective though of the neighbourhood formation approach that is em-
ployed, existing CF approaches typically rely on the similarities between users
or items as these are estimated on the basis of the ratings information. As such
they operate on a sparse space that requires a substantial number of engaged
users, while they also do not allow the recommendation of items that have not
been rated yet (cold start items). As these limitations can be ameliorated by
content-based approaches, hybrid approaches that combine CF and content-
based approaches have been proposed [3]. Such approaches typically combine
the predictions of the two approaches to produce a single recommendation or
use one approach to refine the recommendations by another.

This work proposes to perform the combination of content-based and ratings-
based evidence during the neighbourhood formation step of a CF approach and
thus identify the most similar neighbours in a hybrid manner. To this end, DB-
SCAN, a density-based clustering approach, is applied for identifying the most
similar users or items by considering the ratings-based and the content-based
similarities, both individually and in combination. The resulting hybrid cluster-
based CF recommendation scheme is then evaluated on the latest small Movie-
Lens100k dataset. The main contributions of this work are thus the following: (i)
the proposal of hybrid neighbourhood formation on the basis of content-based
and ratings-based similarities, (ii) the application of DBSCAN in a cluster-based
CF scheme, and (iii) the experimental evaluation of the proposed recommender
on a publicly available benchmark dataset.

This hybrid recommender scheme is proposed in the context of the activities
of the PROFIT H2020 project1 that aims to develop a platform that promotes
the financial awareness and improves the financial capability of citizens and
other financial market participants. In this context, the proposed recommender
will be employed towards providing personalised recommendation of items, such
as financial news articles, forecast reports, investment suggestions, etc.

The remainder of the paper is structured as follows. Following the discussion
on related work (Section 2), the proposed approach is presented (Section 3).
Then, the setting of the evaluation experiments (Section 4) and the experimental
results (Section 5) are discussed, before concluding this work (Section 6).

2 Related work

Recommender systems [2] are being widely employed in multiple domains with
CF methods [5] being considered a particularly successful form of personali-

1 http://projectprofit.eu/



sation. Neighbourhood-based CF methods [15] have been extensively investi-
gated [12] with a particular focus on the formation of an appropriate neighbour-
hood by considering beyond the ratings information, e.g., by selecting the most
trustworthy users [20].

Clustering algorithms for neighbourhood formation in CF approaches have
not been widely investigated. Some of the early approaches partitioned the user
or the item space with the goal to improve the scalability using, for instance,
hierarchical clustering [16] or k-means variants [19]. In a similar manner, the
Normalised Cuts graph partitioning algorithm has also been used as a tool for
neighbourhood selection [1]. These approaches though operate strictly on the
user-item ratings. More recently, approaches that take into account additional
evidence have been developed, including a multiview clustering method that
iteratively clusters users on the basis of both rating patterns and social trust re-
lationships [9], as well as a co-clustering technique that exploits item interactions
and relationships, together with user community information [22].

3 Cluster-based hybrid recommender

User-based neighbourhood recommendation methods predict the rating r̂ui by
a user u for a new item i, on the basis of the ratings given to i by the user’s
neighbours, i.e., the users v most similar to u with respect to a similarity met-
ric. Given that only the users who have actually rated i in the past can be
considered for this estimation, the neigbourhood of user u is denoted as Ni(u).
The predicted rating r̂ui can then be estimated as the average rating given to
i by the neighbours v in Ni(u) weighted by their similarity wuv to user u and
normalised. To account for user variation, i.e., to consider that users may use dif-
ferent rating values to quantify the same level of appreciation for an item, user
ratings are typically normalised; this normalisation has shown to significantly
affect performance [13].

This work applies mean-centering normalisation [12] which determines whether
a rating is positive or negative compared to the mean, resulting in the following
rating prediction estimation [15]:

r̂ui = r̂u +

∑
v∈Ni(u)

wuv(rvi − r̂v)∑
v∈Ni(u)

|wuv|
(1)

The similarity weights wuv are estimated using the Pearson Correlation Coeffi-
cient (PC) that is widely applied in CF systems and has shown robust perfor-
mance despite its inherent drawbacks [10]. One of the caveats with the above is
that the predicted rating can be outside of the range of the actual allowed rating
(e.g., 1 to 5 stars). This is addressed by capping ratings below the lower bound
and above the upper bound to the bound values.

User neighbourhoods are typically formed by considering the k users with
the highest similarity weights. This work applies a clustering approach, and in
particular DBSCAN, for neighbourhood formation and considers as neighbours



the users that have rated i, belong to the same cluster as u, and have the k high-
est similarity weights. DBSCAN [6] is a density-based clustering algorithm that
defines clusters as a maximal set of density-connected points based on two pa-
rameters: (i) the desired density level ε (= maximum radius of the neighborhood
with respect to a given similarity metric, where Euclidean distance is typically
used) and (ii) a lower bound MinPts for the number of points in a cluster (i.e.,
the ε-neighbourhood of a point). DBSCAN is applied in this work as it can
find arbitrarily shaped clusters, can deal with noise in the spatial collection of
points and is thus robust to outliers, is able to extract clusters without a priori
knowledge of the number of clusters, and requires just two parameters.

Based on the above, this work proposes several cluster-based CF approaches
that apply different neighbourhood formation strategies; the proposed approaches
are summarised in Table 1. First, DBCAN is applied on the basis of the ratings-
based scores and selects as neighbours the top-k users who have rated i and
belong to the same ratings-based cluster as u; Equation 1 is then applied with
wuv corresponding to the PC similarity weights.

Second, user clusters are formed by taking into account the content-based
similarities between the items rated by the users. Each item i is represented as
a feature vector xi (using e.g., tf.idf weights for term-based representations of
textual documents) and a user representation xu in this feature space (referred to
as user profile) is obtained by averaging the features of items he/she has rated Iu
in the past, weighted by the actual assigned rating: xu =

∑
i∈Iu

ruixi. DBSCAN
is then applied so as to form user clusters in the content-based (CB) feature
space. The selected neighbours correspond to the top-k users who have rated i
and belong to the same CB-based cluster as u; Equation 1 is applied with wuv

corresponding to the CB similarity weights estimated using cosine similarity.

Finally, a hybrid neighbourhood formation strategy is applied by considering
the intersection of users that belong to the same CB-based cluster as u and also
have the highest ratings-based PC scores. In particular, the users who have rated
i and belong to the same CB-based cluster as u are filtered so as to keep only
the top-k who also have the highest PC scores. This allows to consider users who
are similar both in terms of their rating patters, but also in terms of the content
of the items they have rated. Equation 1 is then applied with wuv corresponding
to the PC similarity weights.

Item-based rating prediction approaches are defined in an analogous manner.

Table 1. Cluster-based CF recommendation methods

Method Neighbourhood formation wuv

DBSCAN CF (PC) Top-k users who have rated i& belong to the same
ratings-based cluster as u

PC

DBSCAN CF (CB) Top-k users who have rated i& belong to the same
CB-based cluster as u

CB

DBSCAN CF (PC+CB) Top-k users who have rated i& belong to the same
CB-based cluster as u + have highest PC scores

PC



4 Evaluation Experiments

The proposed recommendation approaches were evaluated using a suitable dataset
(Section 4.1) in a series of appropriately designed experiments (Section 4.2) with
respect to well-established evaluation metrics (Section 4.3).

4.1 Dataset

The evaluation of the proposed hybrid recommendation methods requires a
dataset that contains both user-item ratings and also a description of the con-
tent of these items. Given the lack of such datasets for the financial domain rele-
vant to PROFIT, we employed one of the most established benchmark datasets,
the latest publicly available small MovieLens 100k (ml-latest-small) dataset
that was generated on October 17, 2016 and is publicly available at: https:
//grouplens.org/datasets/movielens/.

This dataset is provided by MovieLens, a movie recommendation service [11],
and contains movies’ 5-star ratings with half-star increments (i.e., 0.5 - 5.0 stars),
as well as user-assigned tags to these movies, typically corresponding to single
words or short phrases. It contains 100,004 ratings and 1,296 tag applications
across 9,125 movies. These data were created by 671 users who were selected
at random for inclusion between January 09, 1995 and October 16, 2016, while
ensuring that all selected users had rated at least 20 movies; no demographic
user information is included.

The dataset was split in a training set containing 80% of the data, while the
rest were used for testing. The split was performed in a stratified manner on
a user basis, i.e., 80% of the data associated with each user were included in
the training set and the rest in the test set. This ensures that all users appear
both in the training and test sets, thus avoiding the cold start user problem, and
results in a test set containing 20,003 ratings for the 671 users.

4.2 Experimental Set-Up

The proposed cluster-based CF approaches can be applied as user-based or as
item-based. Previous research has indicated that systems with fewer users than
items may benefit more from user-based neighbourhood methods [8, 15], whereas
item-based methods may achieve better performance for the opposite case [7].
Given that the selected dataset contains fewer users than items, this work eval-
uates the user-based version of the proposed cluster-based CF scheme.

First, rating prediction is performed according to Equation 1 where the neigh-
bours are the k users with the highest ratings-based PC scores. Experiments are
performed for k = {20, 30} as research has shown that a number of neighbors
between 20 to 50 often obtains good results [12]. These baseline approaches are
compared to the proposed cluster-based CF methods listed in able 1. For the
two DBSCAN parameters, MinPts is set to 5 and experiments are performed
for different ε values ranging from 10 to 100, incremented at step 10.



4.3 Evaluation metrics

The aforementioned approaches are evaluated with respect to the accuracy of
ratings predictions using the well-established Mean Absolute Error (MAE) and
Root Mean Squared Error (RMSE) metrics which are defined as follows:

MAE =
1

|Rtest|
∑
|r̂ui − rui| (2)

RMSE =

√
1

|Rtest|
∑

(r̂ui − rui)2 (3)

Both metrics compare the predicted with the actual ratings and average the
error over the number of ratings that can be predicted in the test set Rtest

; if an r̂ui is undefined, then it is removed from consideration. Compared to
MAE, RMSE assigns higher penalties to errors with larger absolute values and
this has led to some criticism regarding its appropriateness for measuring model
errors [21]. More recent research has shown though that a combination of metrics,
including but not limited to RMSE and MAE, are often required to assess model
performance [4]. Therefore, both metrics are employed in this work; since both
metrics measure errors, the lower their values, the better the performance.

5 Results

The results of our experiments are presented in Table 2. As the best results for
the cluster-based CF approaches were achieved for ε = 10, we only present the
MAE and RMSE values for these results.

Table 2. Experimental results for cluster-based CF approaches

k=20 k=30
MAE RMSE MAE RMSE

CF 0.6947 0.9113 .6927 0.9087

DBSCAN (PC) (MinPts = 5, ε = 10) 0.6947 0.9113 0.6927 0.9087
DBSCAN (CB) (MinPts = 5, ε = 10) 0.6919 0.9073 0.6916 0.9070
DBSCAN (PC+CB) (MinPts = 5, ε = 10) 0.6947 0.9113 0.6927 0.9087

The proposed cluster-based CF approaches that employs the ratings infor-
mation, i.e., DBSCAN(PC), performs equivalently to the baseline CF method.
This is to be expected as neighbour selection takes place on the same space. The
cluster-based CF approach that takes into account content-based information,
i.e., DBSCAN(CB), manages to lower the error compared to the baseline, in-
dicating the benefits of incorporating this form of evidence. Their combination
DBSCAN (PC+CB) does not though manage to further improve the perfor-
mance, indicating that the current combination does not take full advantage of



both sources of evidence. An approach that would take into account users from
the union of both clusters, rather than their intersection, might have been more
appropriate and will be investigated as part of future work. Finally, the higher
value of k achieves better results, indicating that the evidence obtained from
these additional users is beneficial.

6 Conclusions

This work proposed collaborative filtering approaches that apply different neigh-
bourhood formation strategies using the DBSCAN clustering algorithm, where
the most similar neighbours are identified on the basis of clusters built using
ratings-based and content-based similarities, both individually and in combina-
tion. The resulting hybrid cluster-based CF recommendation scheme was then
evaluated on the latest small MovieLens100k dataset and the experimental re-
sults indicate the potential of the proposed approach and the benefits of taking
into account content-based information in neighbour selection.
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