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Abstract—Cyber Threat Intelligence helps organisations make
the right decisions in their fight against cyber threats and
strategically design their defences by continuously providing
information regarding the cyber threat landscape. In this context,
honeypots are a widespread solution for gathering intelligence
about threat actors. However, honeypots do not inherently
provide information about the origin of threat groups, their
resources, capabilities and their impact. Thus, we propose an
approach that classifies threats, as highly or less abusive, based
on their behaviour characteristics using four ensemble machine
learning algorithms applied on security incidents identified in a
rule-based manner on a deployed honeypot. After prepossessing
and hyper-tuning of the parameters, the four models, Adaptive
Boosting Classifier (AdaBoost), Random Forest Classifier (RFC),
Light Gradient Boosting Machine (LGBM) and Extreme Gra-
dient Boosting (XGBoost), achieve good results, with RFC and
LGBM achieving the best recall (84%, 83%) and LGBM and
XGB the best AUC (91%, 90%).

Index Terms—cyber threat intelligence, machine learning,
honeypots, ensemble methods, Wazuh

I. INTRODUCTION

Due to the continuously increasing cyber-attacks in terms
of both volume and sophistication, organisations and critical
infrastructures are susceptible to a wide range of diverse
threats which can severely damage their day-to-day opera-
tions. Moreover, such cybersecurity incidents could also have,
depending on their impact, legal liabilities for the affected
organisations (e.g., GDPR sanctions). Therefore, organisations
need to implement a variety of security mechanisms to en-
hance the cybersecurity of their infrastructures; to this end,
gaining intelligence about the threat landscape, and specifically
about the severity and nature of the attacks, is of utmost
importance to an organisation. In this context of developing
effective defence mechanisms, the cybersecurity community
is increasingly sharing Cyber Threat Intelligence (CTI) in
order to assist organisations be better protected against modern
threats. While CTI contains valuable information, additional
actionable information could also be added to further increase
the value and usefulness of the available CTI. An important
example of such information is the potential level of abusive-
ness of the threat, as the knowledge of such information could
facilitate the proper allocation of resources, as well as improve
the overall Incident Response (IR) procedure.

To this end, this work proposes an approach which enables
the characterisation of the origins of a cyber-attack (i.e., the IP
addresses), based on their abusiveness. In particular, this work

proposes to classify the attacks as ”highly-abusive” or ”less-
abusive”, by employing Machine Learning (ML) algorithms on
the security incident logs generated by a deployed honeypot.
In this way, apart from the typical CTI information, such as
the Indicators of Compromise (IoCs), that is extracted from
security incidents in an organisation, we propose to further
enrich such actionable CTI with information regarding the
severity of the incident that has occurred. Therefore, the added
value is that, apart from leveraging the initial CTI information,
organisations would be able to further utilise and act upon the
additional information, in order to facilitate the adoption and
implementation of appropriate security measures (e.g. threat
modelling, allocation of the security resources, etc.) and thus
properly prioritise the containment of a threat based on its
level of abusiveness.

Specifically, the proposed method first identifies security
incidents in a rule-based manner and then classifies them
by using ML algorithms and in particular ensemble ML
methods that typically exhibit less bias and less variance;
to this end, the Adaptive Boosting Classifier (AdaBoost),
Random Forest Classifier (RFC), the Light Gradient Boosting
Machine (LGBM) and Extreme Gradient Boosting (XGBoost)
algorithms are considered. The experiments performed on a
dataset gathered from the deployed honeypot achieve promis-
ing results, indicating that the studied ensemble ML models
are highly effective concerning the classification of the severity
of the incidents, based on the level of abusiveness, even when
trained with a small amount of data.

Moreover, further to the aforementioned novelty of our work
and contrary to most existing work that utilises only publicly
available static datasets [1] that pose the risk of not being
relevant to the continuously evolving threat landscape, this
work utilises a new dataset gathered during the summer of
2021 based on a honeypot solution deployed on the cloud
in order to gather data related to cyber-attacks. The data is
constantly updated with new information from modern attacks
that are subsequently analysed to extract features that are
provided as input to the ML algorithms. The dynamic nature
of the data has the potential to enable the improvement of the
models as more data become available for their training.

II. RELATED WORK

Honeypots are decoy systems that are used to attract at-
tackers by exposing vulnerable services. They are considered a



valuable source for gathering information regarding the tactics
and techniques, as well as the attack patterns used against
the exposed services, thus providing useful and actionable
CTI. Additionally, honeypots are utilised in conjunction with
other security components (e.g., IDS and Security Information
and Event Management (SIEM) systems) in order to improve
and enhance their detection performance [2], [3]. For their
deployment, the majority of approaches utilise docker contain-
ers; low and medium-interaction honeypots are preferred, with
Dionaea1 and Cowrie2 being the most popular ones [2]–[5].

Various research efforts have tried to address the problem
of CTI classification. For example, a framework for gathering
CTI from Twitter posts has been developed [6]; this framework
is trained based on the features extracted from CTI using
threat information from public repositories, such as Common
Vulnerabilities and Exposures (CVE), and classifies unseen
tweets as normal or abnormal.

In [7], a framework was proposed for CTI extraction and
categorization using social media data. Particularly, a Convo-
lutional Neural Network (CNN) was used to identify CTIs’
targeted domain. In addition, IoC extraction approaches were
used to identify unseen types of IoCs. In the end, the generated
IoC and its domain tag (identified with CNN) were used to
create a categorised CTI with a specific domain.

In [8], a classification of CTI data originating from hacker
forums was performed using two different variants of Re-
current Neural Networks (RNNs). The data were classified,
using specialised web crawlers, into relevant or irrelevant. Two
variants of RNN, namely Gated Recurrent Unit(GRU) and
Long Short-Term Memory (LSTM), achieved a high accuracy.

In [9] an ontology-based threat assessment system was
proposed that utilises System Windows logs to classify system
processes, in real-time, as high-threat, medium-threat, low-
threat or unknown, based on the identified characteristics.
Automate responses to threat were utilised based on the
indicators of compromise. As a result a continuously updated
threat intelligence was generated.

Contrary to aforementioned research, we focus our analysis
on extracting more information regarding the attack source.
Specifically, the approach proposed in this work aims to ex-
pand the IoCs extracted from incident logs by combining them
with ML methods, in order to provide additional intelligence
about the level of abusiveness of the identified incident origin
and enrich the extracted CTI. Moreover, this work utilises a
newly collected dataset that contains actions of real attackers.
This aspect is considered quite important in the modern cyber-
security environment, due to the dynamic nature of the cyber-
attacks landscape which results in new attacks on a daily basis.

III. METHODOLOGY

This section describes the methodology of the approach
proposed in this work; its high-level architecture is depicted
in Figure 1. By considering attackers targeting a deployed

1https://github.com/DinoTools/dionaea
2https://github.com/cowrie/cowrie

honeypot to exploit vulnerabilities in the exposed services,
an agent deployed on the honeypot monitors the various log
paths and identifies any new entry that is added to these logs.
These are then analysed in a rule-based manner to identify
the security incidents and subsequently extract CTI-related
data (e.g., IP addresses, ports). Once the CTI is extracted, the
relevant information is analysed in order to extract features
which are provided as input to the ML-based models in order
to distinguish a security incident source as ”highly-abusive” or
”less-abusive”, i.e., to distinguish whether an IP is the origin
of a high-severity incident or not.

A. Data Collection and Information Extraction

The most appropriate honeypot solution for the purposes of
this work was selected on the basis of the following criteria:
(i) the services that each honeypot provides and how useful
these services are, (ii) the maturity level of the honeypot
solution, and (iii) the complexity of the deployment and
configuration of the honeypot. Upon extensive research, we
decided to deploy the Dionaea honeypot on a cloud Virtual
Machine (VM) located on the Amazon Web Services (AWS)
platform3. Dionaea is considered as a low-interaction honeypot
that supports several common services, including, but not
limited to, SMB, HTTP, and FTP.

Dionaea has been configured to store only security incidents
(i.e., cyber attacks), and not extensive logs, in order to reduce
noise. Dionaea has also been configured to store the logs in
JSON format to facilitate further processing, while a cron job
has been developed to compress and delete bitstreams (i.e.,
uploaded malware files).

The data collected from the honeypot are then stored in a
central database (namely Elasticsearch) for the extraction of

3https://aws.amazon.com/

Fig. 1. High-level architecture



attacks by utilising the Wazuh4 security platform. Wazuh was
selected since it is a free, open source, and enterprise-ready
security monitoring solution for threat detection, integrity
monitoring, incident response, and compliance, which uses
the Elasticsearch-Logstash-Kibana (ELK) stack as its back-
end. Concerning threat detection, Wazuh implements a rule-
based approach. In this work, a Wazuh agent is installed on
the honeypot VM and periodically monitors the honeypot logs
and forwards back to the Wazuh manager any new log entries
found. Therefore, the Wazuh manager is able to analyse the
gathered logs as soon as a security incident occurs in near real
time, through an encrypted and authenticated channel based on
Advanced Encryption Standard (AES).

To extract the information from the attacks, a signature-
based approach that employs a set of rules via regular expres-
sions is used. The extracted information includes a variety
information such as IoCs (e.g., IPv4 address, source port,
browser agent version) and the attack on the honeypot (e.g.,
destination IPv4, destination port, requested URL) which are
included in the CTI that is produced in a later stage. While
Wazuh currently contains more than 3000 predefined rules
for various services5, these rules do not cover all services
exposed by Dionaea and, therefore, 17 additional custom rules
were developed in order to expand the amount of the security
incidents that can be identified on our Dionaea honeypot,
such as connections to services (e.g., SQL, MySQL, SMB),
malware uploads, and SQL injections. The Wazuh manager
identifies any new attack found at the honeypot in real time
and stores the incident log in a alerts.json file that is then
parsed to extract CTI. The extracted CTI is subsequently used
as input by our ML models.

B. Feature Extraction and Selection

Feature extraction aims to extract features considered to be
useful in the context of intelligence enrichment by analysing
the logs generated from Dionaea. First, the total collected
requests are grouped into sessions by following a similar
approach used in the web bot detection problem [10]. Specif-
ically, the logs are initially split per IP; when an IP stays idle
(i.e., performs no request) for a period greater than 30 minutes,
a new session is created upon a new request. Then, the closed
session is analysed so as to extract IoCs and compose the CTI.

The employed features (see Table I for the full list) were se-
lected after (i) enumerating all protocols and request types by
Dionaea, (ii) examining a wide range of relevant works [11]–
[13] to assess the features extracted when similar protocols
are available in use cases relevant to the approach proposed in
this work, and (iii) considering features deemed useful towards
effective ML-based incident severity classification in terms
of reducing computational costs, eliminating data redundancy,
and reducing false alarms. Concerning the case of protocols
for which we did not find relevant work in the literature,
we defined new features (e.g., Port con count) based on the

4https://wazuh.com/
5https://documentation.wazuh.com/current/user-manual/ruleset/

getting-started.html

TABLE I
FEATURES EXTRACTED FROM THE GENERATED CTI

Feature Description

Con count # of Connections
Num of logins # of logins
Connection duration Connection duration
Port con count # of connections from a specific port
File uploads # of file uploads
URL length Length of requested URLs
URL length-max Length of the longest requested URL
URL length-min Length of the shortest requested URL
URL length-average Average length of requested URLs
HTTP requests # of HTTP requests
Bytes sent Total bytes sent
HTTP GET requests # of HTTP GET requests in a session
HTTP POST requests # of HTTP POST requests in a session
HTTP 3xx percentage % of HTTP requests that led to an

HTTP 3xx code response
HTTP 4xx percentage % of HTTP requests that led to an

HTTP 4xx code response
Image requests % of HTTP image requests
css requests % of HTTP css file requests
js requests % of HTTP JavaScript file requests
HTML to image ratio # of requested HTML files divided by

# of requested image files in a session

functionalities supported in the deployed honeypot for those
protocols.

After feature extraction, we used various techniques to
perform feature selection on the collected dataset. First, we
removed features that depict high correlation with each other,
using the corr() method of SKLearn, a method based on the
Pearson correlation coefficient. We set the threshold to 0.80,
i.e., we remove features that depict correlations above this
value. Also, as another feature selection technique, we used
the mutual information method [14] to remove features that
did not contribute to finding the target value.

C. ML-Based Threat Level Classification

The ML-based models aim to enrich the CTI that is ex-
tracted from the original data. To this end, this work examines
the use of several ML methods and focuses on methods that
fall under the notion of ensemble methods, i.e., techniques
where different or similar models contribute in cooperation to
the final prediction. Different research efforts have highlighted
the superior predictive power of ensemble methods in clas-
sification tasks [15], compared to simple models, including
categorisation tasks in the cyber-security domain [16], [17],
given that they exhibit less bias (i.e. are more “comprehensive”
models) and less variance (i.e. less chance of over-fitting).

The main types of ensemble methods are as follows [16]:
(i) Bootstrap aggregation (Bagging) [18]: models are trained
in parallel, with each model being trained separately from
the others, while a majority vote is used for prediction; (ii)
Boosting [19]: models are trained in sequence, with each
model learning from the prediction mistakes of the previous
model, while a weighted vote is used for prediction; and (iii)



Stacking [20]: the predictions of well-performing base models
are combined to build a new model and provide better results

This work considers four different ensemble models: the
Adaptive Boosting Classifier (AdaBoost) [21], the Random
Forest Classifier (RFC) [22], the Light Gradient Boosting
Machine (LGBM) [23] and the Extreme Gradient Boosting
(XGBoost) [24]. These fall into the bagging (RFC) and boost-
ing (Adaboost, XGB and LGBM) types of ensemble learning.

In particular, RFC uses Decision Trees (DTs) as a base, with
its significant difference from a plain DT being that each node
is split using the best among a subset of predictors randomly
chosen at that node. Moreover, RFC uses only a sample of
the features each time during the bagging procedure, which
reduces the generated variance, while RFC can also highlight
the importance of the features in terms of their predictive
power [16], thus resulting in high performance in classification
tasks [25]. On the other hand, AdaBoost is a powerful boosting
algorithm that also uses DTs at its base. AdaBoost uses the
mistakes of the previous models by increasing the weight of
the misclassified data points and finally turning weak models
into strong models [16]. XGBoost and LGBM, known as
Gradient Boosting Decision Trees (GBDTs) [26], directly
learn from the models’ prediction mistakes, instead of updating
the weights of data points. XGBoost uses gradient descent to
minimise the error of the DT that operate on its base and also
regularisation methods such as LASSO (L1) and Ridge (L2)
to reduce over-fitting and improve performance [24]. Finally,
LGBM also use DT on its base. However, in contrast to
XGBoost, LGBM splits the trees leaf-wise rather than depth
or level-wise, which leads to better results as more loss is
minimised on each leaf [23].

Overall, the notion of ensemble learning and the aforemen-
tioned representative algorithms are good candidates for our
problem, as they can lower the bias and the variance during
training, which is particularly important in cases of relatively
small datasets, similar to the ones used in this work.

IV. EVALUATION

A. Experimental Setup

Following the procedure described in Section III-A, we
deployed a Dionaea honeypot for a month and collected a
dataset that consists of 345 security incidents that occurred
on the deployed honeypot, with each security incident con-
sidered as a sample. Subsequently, the 18 features listed in
Section III-B were extracted and used as input to the ML
algorithms described in Section III-C.

To build our ML models, we performed several preprocess-
ing steps. First, we used the train/test split method from sklearn
to split our dataset. Due to the relative small size of the dataset,
we split it with a ratio of 90% into the train data and 10%
into the test data [27], in order not to lose valuable training
samples. The samples were shuffled and also stratified across
the class data so that the test split maintained the proportion
of both classes.

To evaluate the performance of our models, we used cross-
validation and, more specifically, stratified k-fold that ensures

that the dataset class proportion is preserved on every split,
which can result in low bias and variance rate [28]. During
the stratified k-fold, we used the random search technique [29]
to find the best parameters for our models using the train set.
Afterwards, the models were trained on the same set and tested
on the separate holdout test set, to evaluate their performance
on previously unseen data.

Finally, to account for values away from the normal distri-
bution (since most ML algorithms perform better when feature
values are in a specific range), we used the robust scaler
method [30]. We also used the SMOTE (Synthetic Minority
Over-sampling Technique) method [31] and, more specifically,
the Adaptive Synthetic Sampling approach (ADASYN) [32] to
deal with unbalanced classes.

To build the ground truth and categorise an extracted IP
address as origin of either highly-abusive or less-abusive
behaviour, we utilised two relevant resources: the AbuseIPDB6

and the VirusTotal7 projects. In particular, the extracted IP
addresses were queried against the database of AbuseIPDB
which returns a result that includes a confidence of abuse
rating (scaled 0-100) indicating, based on user reports, the
confidence on whether the IP address is involved in malicious
activity. A rating of 100 means that we are certain an IP
address belongs to a threat actor, while a rating of 0 means
that they were unreported or undetected by other parties. We
set the threshold to 75, i.e, IP addresses with confidence of
abuse rating lower than 75 were categorised as less-abusive,
while those with confidence equal or greater than 75 were
categorised as highly-abusive. Moreover, we also considered
an additional ground truth resource in order to increase the ro-
bustness of our evaluation. To this end, we scanned the test set
IP addresses using VirusTotal to obtain information about their
behaviour; if the IP address was found abusive in VirusTotal,
we considered it as highly-abusive. In this case, the evaluation
was performed by comparing our experimental results with the
VirusTotal results on the basis of their accuracy.

B. Evaluation Metrics

In this work, threat categorisation is viewed as a binary clas-
sification problem where negative stands for the less-abusive
class and positive for the highly-abusive one. The overall
performance of the four models was measured using [33]: (i)
precision (i.e., the ratio of True Positives (TP) to the sum of
TP and False Positives (FP)), (ii) recall (i.e., the ratio of TP to
the sum of TP and False Negatives (FN)), (ii) the F1-measure
(i.e., the harmonic mean of precision and recall), and (iv) the
Receiver Operator Characteristic (ROC) which depicts on a
plot the relationship between the True Positive (TPR) on the
y-axis and the False Positive Rate (FPR) on the x-axis; for
a numeric representation of this relationship, the Area Under
the Curve (AUC) is calculated.

6https://www.abuseipdb.com/
7https://www.virustotal.com/



TABLE II
RESULTS OF THE EVALUATION EXPERIMENTS

Precision Recall F1 score AUC
RFC 0.59 0.63 0.59 0.82
ADA 0.66 0.78 0.60 0.78

LGBM 0.69 0.80 0.70 0.91
XGB 0.67 0.78 0.67 0.90

Results after threshold adjustment
RFC 0.70 0.84 0.69 0.82
ADA 0.66 0.78 0.60 0.78

LGBM 0.69 0.83 0.67 0.91
XGB 0.71 0.81 0.73 0.90

C. Results

Table II presents the evaluation results on our dataset for
the four ML models. Our main goal is to correctly identify as
many highly-abusive attacks as possible (high recall) and avoid
wrongly categorising highly-abusive attacks as less-abusive
(low false negative rate).

First, we consider the default probability threshold for
binary classification (i.e., 0.5). In this case, the RFC algo-
rithm achieved 59% precision and 63% recall, which reveal a
relative significant rate of false negatives. The other algorithms
achieved higher recall scores, but with room for improvement.

To this end, we applied a threshold adjustment technique
[34] to adjust the predefined threshold of 0.5 and lower
the false negative predictions of the positive class. The new
decision thresholds after the adjustment were 0.32 for RFC,
0.58 for ADA, 0.38 for LGBM, and 0.65 for XGB. After
threshold adjustment, all ensemble algorithms achieved better
results for all metrics compared to the results before threshold
adjustment, except for ADA that remained the same.

More specifically, the results show that our models achieved
a relatively high recall, where RFC and LGBM had the best
scores (84% and 83%, respectively). ADA achieved the same
results as before, which is not unexpected given the minor
adjustment in its threshold. One important observation is that
while we still classified as highly-abusive some samples that
are in fact less-abusive (relative low TN and high FP), this
was something that we could tolerate, given that we had a
high recall which is our main goal. The F1 scores were not so
high, but acceptable, showing a good balance between recall
and precision on the test set.

Even though CTI is extracted from the original security in-
cidents, we do not have information about the severity of these
incidents, and all of them are considered of equal importance,
which, in most occasions, is not the case. By utilising the
ML models we are able to classify these incidents according
to their severity (i.e., abusiveness), which offers additional
information about the attack. Notably, ADA predicted 19
sessions as highly-abusive, RFC 15, LGBM 16, and XGB 11.
Three of the models had 0 FN, except for XGB that had 1,
which means that all highly-abusive sessions were correctly
classified as such by our models.

The AUC score shows how well an algorithm can recognise
the classes given a specific threshold. More specifically, it

TABLE III
RESULTS EVALUATION WITH VIRUSTOTAL

Higly-abusive Less-abusive Accuracy with VT
ADA 11 (31.43%) 24 (68.57%) 80.00%
RFC 15 (42.86%) 20 (57.14%) 85.71%
LGBM 17 (48.57%) 18 (51.43%) 85.71%
XGB 17 (48.57%) 18 (51.43%) 85.71%
VirusTotal 12 (34.28%) 23 (65.71%)

TABLE IV
MOST COMMON ATTACKS PER CATEGORY

Attack Less-abusive Highly-abusive
mssqld 76 2
Blackhole 20 145
upnpd 0 8
smbd 0 6
http (bruteforce) 15 0

represents the relationship between TPR (i.e. abusive predicted
as highly-abusive) and FPR (i.e. less-abusive predicted as
highly-abusive) in different thresholds where higher TPR and
lower FPR result in better scores. LGBM and XGB had the
best AUC scores (91% and 90%, respectively).

It should also be added that we also implemented the
stacking technique, but there was no improvement compared
to the boosting and bagging methods that we studied (results
not shown due to space limitations).

Next, we evaluate our results by comparing them with the
results of VirusTotal project for the test set (IP addresses)
in terms of level of abuse. The results (Table III) show that
three of our models achieve similar results to Virus Total by
85.71%, with ADA being less similar than the other three
models, achieving accuracy of 80%. This shows that our
models (particularly RFC, XGB, LGBM) have good predictive
capabilities, in terms of the abusive behaviour of an IP address.

Table IV lists the most common attacks per category. With
regard to the less-abusive IPs, the most common attacks are
SQL Injections (mssqld), DoS (Blackhole), and Bruteforce
(http bruteforce); such Bruteforce attacks were performed
using XML-RPC requests and have been identified in logs
by the entries that include the POST /xmlrpc.php HTTP/1.0
HTTP Request. Concerning the highly-abusive IPs, the most
common attacks are DoS (Blackhole, upnpd) and malware
uploads (smbd). An important observation is that DoS attacks
are included in the most common attacks in both categories;
this could be due to easiness of performing such attacks as they
do not require much sophistication and can be performed from
both advanced or less advanced attackers. The observations
stemming from Table IV could facilitate an organisation to
conduct threat modelling based on their assets and employ
proper security measures, while the knowledge of which at-
tacks are usually related to each category could be considered
an important advantage during an IR procedure.

Overall, the different preprocessing techniques we applied,
along with the fine tuning of the selected algorithms with the
random search technique, allowed us to achieve relatively good
results. Although the relatively small dataset that was used did



not prevent the models from achieving good results, we argue
that bigger datasets can lead to more robust results without
the need of the extensive preprocessing used in our work. In
this line, our dataset is constantly updated with new threat
information, that will improve our models in terms of their
predictive capabilities.

V. CONCLUSIONS

In this work, we utilised ensemble ML methods and a
honeypot deployed on the cloud to distinguish the security
incidents that were identified in the honeypot (i.e., Dionaea).
The RFC and LGBM models achieved the best results re-
garding the recall metric (84%, 83%) while LGBM achieved
the best AUC results (91%) following by XGB (90%). The
results showed that ensemble ML models are highly effective
concerning the categorisation of security incidents, based on
their level of abusive behaviour. The dataset that we utilise
is constantly updated, thus enabling the continuous update of
the generated CTI and increasing the amount of the extracted
features. Therefore, as a future work we plan to add more
observations as input to our ML algorithms, while also imple-
ment more advanced methods such as the utilisation of deep
neural networks. Finally, we plan to deploy more honeypots
as well as VMs which will provide various web pages and
web applications in order to gather different data in terms of
diversity and intelligence; we consider that the T-POT platform
is an appropriate tool to this end.
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